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Abstract
Social robots such as learning companions, therapeutic assistants, and tour guides 
are dependent on the challenging task of establishing a rapport with their users. 
People rarely communicate with just words alone; facial expressions, gaze, gesture, 
and prosodic cues like tone of voice and speaking rate combine to help individu-
als express their words and convey emotion. One way that individuals communicate 
a sense of connection with one another is entrainment, where interaction partners 
adapt their way of speaking, facial expressions, or gestures to each other; entrain-
ment has been linked to trust, liking, and task success and is thought to be a vital 
phenomenon in how people build rapport. In this work, we introduce a social robot 
that combines multiple channels of rapport-building behavior, including forms of 
social dialog and prosodic entrainment. We explore how social dialog and entrain-
ment contribute to both self-reported and behavioral rapport responses. We find pro-
sodic adaptation enhances perceptions of social dialog, and that social dialog and 
entrainment combined build rapport. Individual differences indicated by gender 
mediate these social responses; an individual’s underlying rapport state, as indicated 
by their verbal rapport behavior, is exhibited and triggered differently depending on 
gender. These results have important repercussions for assessing and modeling a 
user’s social responses and designing adaptive social agents.
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1 Introduction

Rapport is a feeling of connection, harmony, and potential friendship, and when it 
occurs between people it can lead to better communication, collaboration, and task 
success (Stewart et al. 1999; Drolet and Morris 2000; Ogan et al. 2012). For social 
robots, robots that rely on some form of social interaction, establishing rapport is an 
important factor to success. However, modeling effective rapport-building behavior 
can be challenging. People build rapport with one another in many ways, including 
via facial expressions, gestures, gaze, verbal expressions, and prosodic cues such as 
tone of voice and speaking rate. This combination of rapport-building behaviors has 
been found to be critical to establishing successful social connections (Mehrabian 
1972). In human–robot interactions, most research exploring how robots can com-
bine rapport-building behaviors across multiple channels has focused on gesture and 
facial expressions (Lakens and Stel 2011; Saint-Aimé et  al. 2007; Breazeal 2003; 
Brown and Levinson 1987). Prosodic cues such as tone of voice and speaking rate 
have been less explored, even though prosodic cues are known to contain important 
meta-information and have been linked to rapport (Lubold and Pon-Barry 2014). 
Incorporating prosodic cues into a multi-channel model of rapport-building behavior 
has potential to enhance social responses and increase the success of interactions.

We explore a model of multi-channel rapport-building behavior by combining 
prosodic cues with social dialog in a social robot. Social dialog has been shown to 
have important rapport-building effects in human–robot and human–agent interac-
tions, including improving trust, motivation, and engagement (Bickmore and Cas-
sell 2001; Bickmore 2003; Kanda et al. 2004; Gulz et al. 2011). Prior work has also 
shown that the effects of social dialog can vary and be enhanced with non-verbal 
behaviors such as gesture and facial expressions (Bickmore and Picard 2005; Csapo  
et al. 2012). We focus on the effects of social dialog when combined with prosodic 
cues.

We model prosodic behavior utilizing the phenomenon of acoustic-prosodic 
entrainment. Acoustic-prosodic entrainment, also known as accommodation, occurs 
when individuals adapt their prosodic features of speech, such as pitch or tone of 
voice, loudness, or speaking rate, to one another over the course of a conversation. 
According to the Communication Accommodation Theory (CAT), entrainment 
may facilitate social responses because individuals accommodate to their partner 
to achieve social approval (Giles and Smith 1979). This theory suggests an indi-
vidual on the receiving end of a high level of prosodic adaptation is likely to feel a 
greater sense of self-esteem, satisfaction, and rapport for their partner than if they 
were a receiver of low adaptation. A robot which models the prosodic fluctuations 
of a human conversational partner and adapts prosodically might build more rapport 
than a robot which builds rapport through social dialog alone. We pose the following 
research question to explore this:

RQ 1 How does a social robot which prosodically adapts to a user build rapport?
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Assessing how a social, entraining robot builds rapport can be difficult because 
people exhibit rapport in many ways. While generally we can infer an individ-
ual’s rapport from self-reported questionnaires (i.e., “I felt a connection with 
the robot”), we can also assess rapport by observing their behavior (Pantic et al. 
2007; De Carolis et al. 2015; Foster et al. 2013; Bechade et al. 2015). Behavio-
ral measures can be an important indicator of how an individual is feeling in the 
moment while self-reported responses provide more distinct and accurate insight 
into an individual’s feelings at the end of an interaction. Behavioral responses can 
potentially be assessed real-time and used as input to a model of social, adaptive 
rapport-building behavior. For this work, we utilize both self-reported and behav-
ioral measures of rapport to assess the effects of an entraining, social robot. We 
explore the following research question to gain insight into the nuances of differ-
ent measures of rapport responses:

RQ 2 How do different measures of rapport reflect responses to a social, prosodi-
cally adaptive robot?

Additionally, factors such as personality, age, and gender might lead to varying 
rapport responses for any particular individual. We use gender as a proxy for cer-
tain individual differences that may mediate users’ self-reported and behavioral 
rapport responses. Prior work suggests gender plays a particularly important role 
in interactions with social robots. Males appear to be more likely to see robots as 
human-like and socially present (Schermerhorn et al. 2008), but females are more 
sensitive to verbal behavior (Strait et al. 2015). Depending on the role of gender, 
it is possible a social robot should engage in social behaviors differently based on 
the individual. With this work, we hope to provide insight into how social dialog 
and prosodic adaptation influence individual responses and provide insight into 
an eventual model for monitoring rapport responses in real-time and responding 
accordingly. We pose a third research question:

RQ 3 How are the effects of a social, entraining robot mediated by the gender of the 
user?

To investigate the effects of an entraining social robot, we introduce a teach-
able robot named Quinn comprised of a  LEGO®  Mindstorms® NXT robot with an 
iPod Touch that displays facial expressions and outputs speech. Teachable robots 
are a form of social robot for learning and are based on the principle of “learn-
ing by teaching” where students learn from teaching others because they attend 
more to the problem, reflect on their own misconceptions when correcting their 
peers’ errors and then elaborate on their knowledge as they construct explana-
tions. Teachable robots, where students teach the robot, have proven that learning 
by teaching can improve domain learning, student self-efficacy, and motivation 
(Leelawong and Biswas 2008; Walker et al. 2016; Jacq et al. 2016; Tanaka and 
Matsuzoe 2012). In this work, students teach the robot how to solve literal math 
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equations; the robot can introduce verbal rapport-building social dialog and simu-
late entrainment by adapting its pitch to a human user.

The teachable robot platform we introduce here presents a significant opportu-
nity for exploring the design and outcomes of multi-channel social behavior. The 
system is unique in its ability to incorporate entrainment alongside other rapport-
building verbal behavior, and we present the first complete description of that sys-
tem. Additionally, teachable agent interactions are thought to benefit from increased 
social engagement. Student tutors who feel more invested or feel more rapport for 
their agent have been found to learn more (Leelawong and Biswas 2008; Ogan et al. 
2012) and human–human dyads who exhibit higher rapport tend to have greater suc-
cess in peer-tutoring interactions. It is possible that a teachable robot that builds rap-
port may facilitate increased learning. The conclusions we can draw regarding build-
ing rapport for a teachable robot through adaptation provide hopeful implications for 
similar adaptive behaviors in other human–agent interactions where social engage-
ment and rapport are important.

We conducted a study with 48 undergraduate students who interacted with one 
of three versions of the teachable robot: (1) Non-social. The robot did not behave 
socially, (2) Social. The robot spoke socially but did not entrain, (3) Social plus 
entraining. The robot spoke socially and entrained by adapting prosodically. We col-
lected subjective self-reported rapport measures and coded for observable behaviors 
related to rapport. In the remainder of this paper, we begin by summarizing related 
work on entrainment, rapport, and gender. We then describe the social, teachable 
robot we developed and the technical implementations of its behavior in Sect. 3. The 
study and measures are described in Sect. 4. The results and analyses are reported in 
Sect. 5. We conclude with a final discussion on the implications for the development 
of social, adaptive robots in Sect. 6.

2  Related work

2.1  Prosodic adaptation as entrainment

Entrainment is prevalent in human–human interactions. People have been found to 
mimic their conversational partners, adapting their facial expressions, their body 
language, the content of their speech, and their prosodic cues such as pitch, inten-
sity, and speaking rate (Hess and Blairy 2001; Lakin and Chartrand 2003; Nenkova 
et  al. 2008; Levitan et  al. 2012). For this work, we are interested in entrainment 
on prosodic cues. Individuals entrain prosodically along two timescales: locally 
and globally. Local entrainment is measured on a turn-by-turn basis while global 
entrainment is measured across the course of a conversation, such as by comparing 
the beginning to the end. There are several types of local and global entrainment 
including synchrony (individuals exhibit similar rhythmic qualities and coordina-
tion), convergence (individuals become increasingly similar on their dialog features 
over time), and proximity (individuals match or mirror one another). Synchrony is 
typically only measured locally, while convergence and proximity can occur both 
globally and locally.
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In the prior work exploring prosodic entrainment between people, there appears 
to be a significant relationship between entrainment and different kinds of social 
constructs including trust, engagement, positivity, and rapport (Gravano et al. 2014; 
Scissors et al. 2009; Levitan et al. 2012, 2015; Bone et al. 2013; Bonin et al. 2013; 
Gregory et al. 1997; Levitan and Hirschberg 2011; Natale 1975; Sinha and Cassell 
2015; Mushin et al. 2003; Sidaras 2011; Benuš et al. 2012, 2014; Benuš 2009; Lee 
et al. 2011a, b; Lubold and Pon-barry 2014; Babel 2010; Babel and Bulatov 2012; 
Babel 2011; Kousidis and Dorran 2009; Lubold et al. 2015; Gweon et al. 2013; Sch-
weitzer and Lewandowski 2013; Vaughan 2011). The results of these explorations 
are summarized in Table 1. Many explored proximity and/or convergence and found 
positive relationships. It is possible that the overwhelmingly positive findings may 
be due to a lack of reporting non-significant results. In any case, developing a model 
of automated entrainment in a conversational agent beginning with a local form of 
proximity or a form of local convergence may have a good chance of fostering social 
responses. We use proximity as the starting point in this work.

Automated models of entrainment are still in the early stages. Sadoughi et  al. 
(2017) built a system for a social, human-like robot which adapts on a turn-by-turn 
basis to a child’s pitch and intensity. In their approach, they utilized a Bayesian net-
work to select the most appropriate verbal response along with its prosodic manipu-
lation at run-time. This resulted in a limited number of possible adaptations. Sad-
oughi and colleagues evaluated engagement with the robot by varying whether the 
robot entrained in the first or second half of the interaction. Children had higher 
engagement with the robot which began the interaction by entraining. Sadoughi 
and colleagues did not explore the effects of manipulating the prosodic features 
real-time, instead using pre-recorded audio, and it remains unclear whether pitch 
or intensity or both resulted in the positive effects on engagement. Levitan et  al. 
(2016) explored the effects of adapting intensity and speaking rate in a turn-by-turn 
manipulation on perceptions of a virtual agent’s likability and reliability. In pilot 
evaluations, they found positive effects for English speakers. Their approach dem-
onstrated the potential of real-time adaptations with intensity and speaking rate. Our 
work builds on these implementations by focusing on a real-time adaptation of pitch 
and providing insight into the impact adaptation has on feelings of rapport as well as 
the role of individual differences as indicated by gender.

2.2  Prior work on enabling robots to be social

A popular way of enabling robots to be social and build rapport is by introducing 
gesture and dialog to suggest a social connection; for example, a gesture which 
conveys ‘friendliness’ such as waving when one says hello or dialog such as polite 
language. These kinds of behaviors have been shown to increase rapport and learn-
ing when employed by robotic tutors, which are robots that can teach or tutor stu-
dents. Kanda et al. (2004) conducted a 2-month trial in an elementary school with a 
social robot for learning English. The robot, called Robovie, could express various 
social behaviors, such as calling children by name. The social behaviors engaged 
the students and the students who interacted with Robovie longer learned more. 
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Saerbeck et al. 2010 investigated how a socially supportive robotic tutor (iCat) influ-
enced the task of language learning. iCat exhibited a variety of rapport-building, 
social behaviors which were both verbal and non-verbal, including dialog, gaze, and 
facial expressions; they found students had higher learning performance with the 
socially supportive tutor. Kasap and Magnenat-Thalmann introduced a humanoid 
robot that combined affective facial expressions with supportive dialog and the abil-
ity to remember previous interactions (Kasap and Magnenat-Thalmann 2010, 2012). 
With the robot acting as a tutor, they found that how individuals perceived the robot 
was significantly influenced by both the robot’s ability to remember and its use of 
socially supportive expressions, with some suggestion that the combination of social 
dialog and affective facial expressions can lead to more positive impressions of per-
sonality. Finally, Westlund et  al. 2016 introduced Tega, an affect-sensitive robotic 
tutor which pre-school children interacted with to learn vocabulary. Tega demon-
strated that adaptation can increase positive valence (Gordon et  al. 2016). In one 
of the few explorations of prosodic manipulations, Tega was also used to explore 
engaging preschoolers in active reading (Kory-Westlund and Breazeal 2019). In this 
exploration, the robot’s voice was either expressive, including a wide range of into-
nation and emotion, or flat, like a classic TTS engine. Their findings suggested an 
expressive robot is more beneficial.

Social dialog has been explored as a rapport-building behavior particularly 
in human–agent literature. Bickmore and Cassell (2001) demonstrated that social 
dialog such as small talk can have rapport-building effects, significantly enhanc-
ing feelings of trust in interactions with a virtual real estate agent. In later work, 
they also found that removing non-verbal cues available through facial expression 
and gesture negatively influenced the effects of social dialog, and that individual 
differences indicated by personality played a role in these effects, with individuals 
preferring and trusting an embodied conversational agent which matched their own 
personality more (Bickmore and Cassell 2001). Gulz et  al. (2011) demonstrated 
that students who interacted with a teachable agent which engaged in social dialog 
in the form of ‘off-task’ dialog reported having a more positive experience and 
learned more. In work with a virtual agent tutor for multi-party dialogs, Kumar et al. 
(2010) showed that a tutor which uses social dialog to show solidarity, trigger ten-
sion release, and exhibit an agreeable attitude can significantly influence learning. 
Bickmore et al. (2013) showed that virtual agents which exhibited solidarity through 
common ground and self-disclosure, empathy, and humor improved engagement. 
For our work, we design social dialog in line with this prior work and use this dialog 
as a baseline to explore effects of social dialog plus entrainment on rapport with a 
teachable robot.

We hypothesize that the addition of prosodic entrainment to social dialog should 
positively influence rapport. This hypothesis is motivated by the Communication 
Accommodation Theory (CAT), which proposes that individuals will entrain as a 
means of achieving solidarity with their interaction partner. A socio-psychological 
theory explaining entrainment based on CAT argues that the phenomenon is driven 
by the need to achieve certain social effects and is based on the idea of similarity-
attraction. The similarity-attraction theory posits that, “The more similar our atti-
tudes and beliefs are to those of others, the more likely it is for them to be attracted 
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to us.” (Giles and Smith 1979). Individuals use entrainment to obtain social approval 
from their interlocutor. This theory suggests that an individual on the receiving end 
of a high level of accommodation is likely to develop a greater sense of self-esteem 
and satisfaction and to feel more rapport for their speaking partner than if they were 
a receiver of low accommodation. With the addition of social dialog, a robot which 
also adapts its prosody should increase feelings of rapport.

2.3  Measuring rapport: self‑reported, behavioral, and rapport state

We can measure feelings of rapport in several ways including as self-reported rap-
port through questionnaires (i.e., “I felt a connection with the robot”), as behavio-
ral rapport where the user’s behaviors are used as assessment of their rapport (i.e., 
does the individual smile, do they use rapport-building language), and as percep-
tual rapport through third party perceptions where an individual observes and rates 
an interaction for rapport (Pantic et  al. 2007; De Carolis et  al. 2015; Foster et  al. 
2013; Bechade et  al. 2015). We are interested in the first two approaches which 
are rooted in the user themselves. As a self-reported measure, rapport has been 
assessed as general rapport related to feelings of connection and harmony (Novick 
and Gris 2014) and, particularly with agents and robots, as social presence (Huang 
et al. 2011). Social presence has been described as the “level of awareness of the 
co-presence of another human, being, or intelligence” and as the “feeling that one 
has some level of access or insight into the other’s intentional, cognitive, or affec-
tive states” (Biocca and Nowak 2001). With robots and agents, social presence may 
be an important measure of rapport given the inherently remote properties typically 
associated with these technologies. For this work, we assess self-reported rapport as 
both general rapport and as social presence.

To measure behavioral rapport, rapport theory suggests that behaviors which are 
indicative of politeness may provide insight into a user’s feelings of rapport. Spen-
cer-Oatey (2005) suggests an individual’s use of politeness is an example of how 
individuals manage rapport. For example, if an individual praises their conversa-
tional partner, this may positively enhance their partner’s feelings toward them. If an 
individual is rude to their conversational partner by calling them a name, this may 
introduce face-threat, hindering rapport. Bell et  al. (2009) performed an analysis 
of linguistic politeness and interpretation of its meaning in peer-tutoring scenarios. 
Based on the dialog of two pairs of tutors and tutees, the authors analyzed differ-
ent politeness strategies on the part of the tutor based on verbal behaviors such as 
inclusive language, praise, and humor that were suited to the peer-tutoring domain. 
In first-time sessions, the tutors appeared to be reluctant to utilize positive polite-
ness behaviors such as inclusive language and praise; over the course of multiple 
sessions, these behaviors increased and aligned to building rapport. Similar behav-
iors such as praise, inclusive language, name usage, and formal politeness have been 
found to be associated with positive rapport in other prior works (Ogan et al. 2012; 
Wheldall and Mettem 1985). Exploring how students utilize similar linguistic strate-
gies when tutoring a robotic learning companion may provide insight into their level 
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of engagement; their use of different language strategies may provide insight into 
the degree of rapport they are feeling for the robot.

We hypothesize that both the behavioral measures and self-reported measures 
will indicate similar overall responses, with students who exhibit more behavioral 
rapport also self-reporting higher feelings of general rapport. Based on prior work 
and theory of rapport, behavioral and self-reported rapport should reflect a similar 
underlying rapport state. If an individual exhibits behavior that according to theory 
and analysis of human–human interactions is reflective of higher rapport, it seems 
logical their self-reported rapport should reflect this as well. Given this, we also 
measure rapport by exploring how behavioral rapport reflects an individual’s under-
lying rapport state.

To measure an individual’s underlying rapport state, hidden Markov models have 
historically been applied for understanding hidden states such as emotions, tutor-
ing modes, and learner engagement (Nwe et al. 2003; Boyer et al. 2010; Beal et al. 
2007). Once a model has been created, the frequency counts of the estimated hidden 
states can be used to understand the relationship between the hidden state (i.e., tuto-
rial mode or learner engagement) and desired outcomes (i.e., learning). For exam-
ple, Boyer and colleagues utilized an HMM to model effective tutoring modes based 
on observed dialog acts. Correlating the estimated frequency counts of the different 
tutoring mode states with learning, they found significant learning gains associated 
with state sequences. Beal, Mitra, and Cohen modeled learner engagement; relating 
the hidden state of learner engagement to learning, they identified learner engage-
ment trajectories which directly related to learning gains. Bergner and colleagues 
explored how tutors assist tutees when tutees make a mistake (Bergner et al. 2017). 
Utilizing an IOHMM, they compared the assistance value of different tutor inputs 
in helping the tutee correct a mistaken step and found successful as well as delete-
rious patterns in collaborative learning. An IOHMM may reveal whether there is 
a hidden state associated with an individual’s behavioral rapport, whether we can 
consider that state to be ‘social’ or reflective of an individual’s rapport, and how that 
state was affected by Quinn’s behavior. By exploring an individual’s underlying rap-
port state, we can confirm the outcome of our hypothesis regarding how behavioral 
measures and self-reported measures align.

2.4  The role of gender

Explorations of gendered responses in the human–robot literature are limited; as 
of 2014, only 21 of 190 HRI papers published from 2006 to 2013 provided any 
form of gender-based analysis (Wang and Gratch 2009). However, there is evi-
dence which suggests males and females might respond differently to rapport-
building behaviors from a robot. Strait et  al. (2015) found females were more 
sensitive to verbal communication, while males were more sensitive to multiple 
behaviors and consistency. If we examine prior work on gender differences in 
human–agent interactions, females tended to respond more positively to social 
behavior from virtual agents, while males tended to respond negatively (Bur-
leson and Picard 2007; Vail et  al. 2015; Arroyo et  al. 2013; Lutfi et  al. 2013; 
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Jokinen and Hurtig 2006; Krämer et al. 2016). Burleson and Picard introduced 
a multimodal, real-time affective agent which exhibited emotional intelligence 
in response to a user’s affect. The agent’s behaviors included speaking, nodding, 
smiling, fidgeting, and shifting its posture forward or backward; these behav-
iors were adapted to mirror the user and to give evidence of ‘active’ listening. 
In analyzing responses from 76 girls and boys aged 11 to 13, girls responded 
much more positively to the affective tutor, expressing a stronger social bond, 
persevering longer, and exhibiting higher gains in meta-affective skills. Boys 
responded more positively on these measures to the non-social tutor. In other 
work, Vail and colleagues explored gender responses to an agent which exhib-
ited cognitive and affective support through verbal feedback; females reported 
significantly more engagement and less frustration with an agent which exhib-
ited motivational and engaging support. Arroyo and colleagues supported these 
findings with an extensive analysis of an affective pedagogical agent deployed in 
several public schools; female students had significantly lower frustration, more 
excitement, higher self-efficacy in mathematics, and greater liking of mathe-
matics when interacting with the affective agent. These agents were generally 
designed to exhibit rapport through dialog and physical gesture.

We hypothesize that females will respond with more rapport to the social, 
entraining robot than males given this prior work suggesting females tend to 
respond more positively to social behaviors from agents and robots. As we are 
interested in assessing rapport with both self-reported and behavioral measures, 
we also hypothesize males and females will differ in their use of behavioral rap-
port. Measuring behavioral rapport as linguistic politeness, males and females have 
been found to differ in how they exhibit rapport-building language like linguistic 
politeness. Empirical studies by Holmes (1995), Coates (2015), Tannen (1994), and 
Hong and Hwang (2012) point to women using conversation to establish, nurture, 
and develop relationships, while men are more likely to see conversation as a tool 
for obtaining and conveying information. Bell et al. (2009) did not report seeing a 
large difference in politeness between the male and female tutors they analyzed; 
however, women have been found to be politer in general, often being more likely 
to give praise and engage in formal politeness (Chalupnik et al. 2017; Brown 1980). 
It has been suggested that differences in linguistic strategies may be a result of an 
individual’s experience and their role in the conversation as either a peer, expert, or 
sub-ordinate. If we observe differences in linguistic strategies between males and 
females, this could be due to males and females using politeness for different pur-
poses (i.e., as a rapport builder vs. information conveyer) or it could be indicative 
of differences in their interpretation of their role as a peer versus an expert.

3  A social, entraining robotic learning companion

We designed and built Quinn, a social, robotic learning companion, for this 
research. We first describe Quinn and the dialog system. We then describe the 
design and implementation of the social dialog and the voice adaptation.
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3.1  Quinn

Quinn is a teachable robot for literal equations, consisting of a LEGO Mindstorms 
base with an iPod Touch mounted on top to represent its face. Students taught Quinn 
how to solve literal equations (i.e., “Solve bx + gy = 14by + 6x for x ”) using spoken 
language and a web application presented on a Windows Surface Pro tablet. The 
web application contained materials to guide the students in their teaching of Quinn 
with the worked-out solutions for each literal equation provided on the interface. Up 
to eight literal equation problems and quizzes were available in the application. The 
application presented one problem at a time and included the worked-out steps to 
reach a solution. The problems were ordered in increasing difficulty. New concepts 
were introduced every two problems; concepts included how to handle multi-step 
equations, re-arranging formulas, and factoring. Students walked Quinn through the 
worked-out problems using spoken language, explaining each step. Quinn responded 
using spoken language; the robot’s facial expressions are animated when speaking, 
and neutral otherwise. At the end of each problem, a follow-up quiz was provided. 
Students asked Quinn to solve the quiz, step by step. Quinn solved the quiz inde-
pendent of the student. Figure 1 depicts Quinn and a sample problem.

The speech interaction was real-time, and the dialog was recorded via the micro-
phone on the tablet interface as the student spoke. After explaining each step, the 
students were instructed to pause, giving Quinn a chance to respond, and students 
would see a gif depicting that Quinn was “thinking” would appear on the screen 
to indicate that Quinn was occupied while the system processed the speech and a 
response was generated. The typical processing time was 3.7  s on average. Once 
a student was done speaking, their audio passed into the dialog system, which is 
described in more detail in the next section.

3.2  Dialog system

The dialog system developed was capable of both entrainment and social dialog 
for the purposes of exploring rapport. The overall structure follows that of typical 
dialog systems. The user’s speech was recorded via a microphone on the tablet inter-
face and once they were done speaking, the user’s audio was passed into the dialog 
system which consisted of four main modules: (1) an automatic speech recognizer, 

Fig. 1  Quinn and a sample problem
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(2) a dialog manager, (3) an acoustic-prosodic feature extractor, and (4) a module 
for prosodic manipulation and text-to-speech generation. The overall dialog system 
infrastructure is shown in Fig. 2. For the automatic speech recognizer, we utilized 
the HTML5 Speech API available in Chrome (“Web Speech API” 2018). After the 
speech recognition, the dialog manager would identify an appropriate response for 
Quinn; we provide more detail about the dialog manager in the next section. For the 
acoustic-prosodic feature extraction, the student’s mean pitch was extracted using 
Praat’s pitch estimation algorithm which performs acoustic periodicity detection 
based on autocorrelation (Boersma 2006). Minimum and maximum fundamental 
frequencies for pitch estimation were set based on the gender of the speaker (i.e., for 
males, 75–300 Hz and for females 100–500 Hz). Once the student’s features were 
extracted and a response identified, the prosodic adaptation and text-to-speech gen-
eration were performed with Praat and the Microsoft Speech API; we describe this 
module in more detail in Sect. 3.2.2.

3.2.1  Dialog manager

The text of the student’s utterance was sent to the dialog manager to identify an 
appropriate response. The dialog manager utilized a modified version of the rule-
based chatbot design found in chatbots like ELIZA and ALICE (Weizenbaum 1966; 
Shawar and Atwell 2002; ALICE 2002). Chatbot systems, first introduced in the 
1960’s, have increasingly been applied to practical applications (Shawar and Atwell 
2007). In educational systems, chatbot frameworks have been developed that com-
bine more traditional elements from task-oriented dialog with the shallow dialog 
moves chatbots were originally developed to produce (Gulz et al. 2011). This com-
bination enables a system to produce social dialog opportunities while still main-
taining domain knowledge representation and acceptable dialog responses. Inspired 
by Gulz and colleagues, we utilized a chatbot system based on the AIML framework 
(Wallace 2003) and introduced additional modifications unique to the domain and 
task-oriented dialog of the learning-by-teaching interaction.

Fig. 2  Dialog system structure to enable entrainment in a social, robotic learning companion
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To identify Quinn’s responses, the dialog manager implemented the AIML 
process of linking keywords to pattern/transform rules. For example, if we con-
sider the problem given in Fig. 1, the user may begin by explaining to Quinn that, 
“You need to subtract 7y from each side.” Because the user’s utterance contains 
the keyword ‘subtract,’ this utterance would match the following rule/transform 
associated for this specific problem:

The system would then issue the response, “Okay we subtract! Can you explain 
a little bit more about why we subtract?” The simplest responses mapped the key-
word back into a response that followed from the limited domain of the prob-
lem set. More complex responses included additional transformations or captured 
more explicit content. For example, an additional keyword mapping could capture 
that the learner said to “subtract 7y ”. The rule/transform would be:

In this case, the system would issue the response “Okay I subtract 7y! Can 
you explain a little bit more about why I subtract 7y?” All keywords were given 
a rank; a higher rank increased the likelihood of a keyword being matched. The 
content-full response associated with “7y” would be given a higher priority based 
on the higher specificity.

To reduce the effects of ASR errors and enable more content-full responses, we 
incorporated additional information from the tablet interface that learners used to 
interact with the system. This information included the current problem and step. 
We considered each individual problem-step combination as a separate ‘topic’ 
with unique keywords, phrases, and associated pattern/transform rules. The 
learning companion would initiate the dialog whenever a new problem or a new 
step was started. This would set the ‘topic’ to that problem and step. Keywords 
belonging to the current problem and step were given the highest rank; general 
keywords and phrases not tied to the current problem and step were ranked lower 
and were therefore less likely to be matched first. If a student’s speech could not 
be matched to a specific keyword, a response was selected from a set of ‘generic’ 
utterances. This set contained two types of responses: requests for clarification 
(i.e., “can you please repeat that?”), and general acknowledgements (i.e., “ok 
sounds good”).

Within a problem-step, certain keywords when matched might initiate short 
two to three turn dialog trees where the system would then listen for keywords 
associated with the system’s prior utterances. An example of a short dialog with 
dialog tree is given in Fig. 3. The sample dialog begins with Quinn initiating the 
conversation at the start of the step. The learner then began an explanation telling 
Quinn to subtract. This initiates a dialog tree based on the keyword subtraction. 
Keywords and phrases corresponding to subtraction and Quinn’s prior utterances 
are then given the highest priority.

Finally, the ability to include social dialog was also a part of the dialog man-
ager. To include social dialog, we modified the rules/transforms to include social 

(∗ subtract ∗) → (Okay we subtract! Can you explain a little bit more about why we subtract?)

(∗ subtract 7y ∗) → (Okay we subtract 7y! Can you explain a little bit more about why we subtract 7y?)
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content in addition to the domain-based content. We describe the design of the 
social dialog more in the next section. The overall, high-level architecture describing 
how responses were identified in the dialog manager is summarized in Fig. 4.

3.2.2  Social dialog

Quinn’s social dialog responses were motivated and designed based on the social 
interaction strategy proposed by Bales (1950) and utilized by Kumar and colleagues 
with their virtual tutoring agent (2010). We chose this framework since Kumar and 
colleagues demonstrated that their designed social utterances had positive effects on 
collaborating students’ communication and because similar social behaviors were 

Fig. 3  Sample dialog tree initiated by a student’s explanation to subtract

function QUINN_DM(user utterance, current problem) returns response

prior←Get Quinn’s last prior statement from memory
Find the word/phrase w in utterance that has the highest keyword rank in problem given prior

if w exists 
Choose the highest ranked rule r for w that matches utterance 
response←Apply the pattern/transform in r to utterance
push response on to memory

else
response←Apply the transform for the NONE keyword to sentence 
push response on to memory

return (response)

Fig. 4  Dialog manager architecture
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found to have positive effects by Gulz et al. (2011) and Bickmore et al. (2013). Bales 
defined three main categories of positive socio-emotional behaviors: showing soli-
darity, showing tension release, and agreeing. Examples of social responses Quinn 
could give in each category are given in Table 2. Bales based his process on obser-
vations of group interactions; however, these responses and categories are also sup-
ported by human–human peer-tutoring dialog analysis which has shown that peer 
tutors can engage in behaviors which indicate solidarity (i.e., praise and encourage-
ment, “come on, we can do this”), tension release (i.e., off-topic conversation such 
as “so what do you do for fun?”), and agreeing (i.e., comprehension, “yes, okay, you 
are right”) (Bell et al. 2009). All social content that was built into the dialog was 
based on dialog moves that have been validated as being socially oriented in prior 
work.

The social dialog was generated by creating two parallel dialog options; a 
social dialog and a non-social dialog. This means that there were two identical sets 
of potential dialog responses where one set had ‘social’ moves included with the 
problem-solving dialog, as shown in Table 2, and one set had only problem-solving 
dialog. A ‘social’ dialog response was selected in the social and social plus entrain-
ing conditions 15–20% of the time. This frequency mirrored results from analysis 
of human–human social responses in collaborative dialogs (Lubold and Pon-Barry 
2014; Kumar et  al. 2010). The trigger for using a ‘social’ response rather than a 
‘non-social’ response was uniformly randomized to ensure that at least 15% and no 
more than 20% of Quinn’s responses to each participant in the social and social-
entraining conditions were social and that these social responses were not all given 
at once but were distributed across the interaction. Given that the social content was 
combined with the problem content, the social responses still made contextual sense 
as the responses were generated based off the same keywords in either condition, 
but the social dialog conditions swapped out additional problem content for more 
socially oriented content. In the case that a social dialog response might trigger a 
social response from the student, this response would be handled socially in the 
social and social plus entraining conditions. For example, if the robot asked if the 
student enjoyed math and the student responded ‘yes’, the robot would exhibit cheer-
fulness and solidarity with the response “That’s cool! Me too.”

3.2.3  Prosodic adaptation

The pitch adaptation was based on the form of entrainment known as local proximity 
or turn-by-turn accommodation, a form of entrainment highly correlated with rap-
port, learning and task success (Lubold and Pon-Barry 2014; Thomason et al. 2013). 
There are multiple approaches to implement local proximity on pitch. Described 
in detail in Lubold et al. (2015), we identified three potential methods for adapta-
tion inspired by observations of how human conversation partners entrain. To iden-
tify the most rapport-like manipulation which still maintained levels of naturalness 
equivalent to regular text-to-speech, we utilized Amazon Mechanical Turk (AMT), 
a popular resource for crowdsourcing research tasks including annotations, tran-
scripts, and subjective analysis (Buhrmester et  al. 2011). We found that a method 
of pitch adaptation that maintains the contour of the original TTS but shifts it up 
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or down to match the mean pitch of the speaker resulted in higher rapport ratings 
and was as natural as basic text-to-speech. Based on interviews, the pitch adaptation 
did not appear to influence the affective perception of the voice, in the sense that 
individuals did not perceive a pitch-adaptive agent as ‘happier’ or ‘sadder’. Figure 5 
depicts the adaptation.

The pitch adaptation was applied to the text-to-speech output; the TTS output was 
generated by the Microsoft Speech API. The gender of the TTS output was matched 
to the gender of the speaker; the female voice of “Zira” was used to adapt to female 
speakers, and the male voice of “David” was used to adapt to male speakers. In the 
non-adaptive interactions, females heard a non-adapted version of “Zira” and males 
heard a non-adapted version of “David.” To adapt the pitch of the text-to-speech 
output to the user, the system utilized the estimated pitch values extracted from the 
user’s previous turn. This occurred in the ‘Feature Extraction’ module depicted in 
Fig. 2.

To adapt the TTS, we extracted the mean pitch of the non-adapted TTS output 
using Praat’s pitch estimation algorithm. The TTS output was then adapted by shift-
ing all the frequencies of the TTS output by the difference between the mean pitch of 
the user and the mean pitch of the non-adapted TTS output. With the new frequen-
cies, re-synthesis of the modified TTS output was performed with Praat’s version 
of Time-Domain Pitch-Synchronous Overlap-and-Add (TD-PSOLA). Re-synthesis 
with TD-PSOLA has the potential to introduce some distortion based on speaker 
characteristics (Longster 2003), which can lead to potential attenuation of some 
frequency values and reverberation. To identify if there would be issues regarding 
intelligibility, we reviewed differences in the values of the vowel formants produced 
pre-adaptation and post-adaptation in the 80 min of dialog described in Lubold et al. 
(2015). Formants correspond to resonances in the vocal tract; vowels are identifi-
able based on formant ranges, and there is a clear link between perceived vowel 
quality and the first two formant frequencies. For each of the adaptations, the result-
ing formants stayed consistently within expected ranges for intelligibility. We com-
pared the pre-adaptation and post-adaptation values for the contour shift adaptation 
applied in this work. A paired t test indicated no significant differences between the 

User No Adaptation Adaptation

“Hello” “Hi how are you”

   

Time (s)

Mean pitch (210 Hz)
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Fig. 5  Spectrograms of waveforms with pitch contour shown in blue. The contour is shifted up to match 
the user’s mean pitch in the chosen adaptation. (Color figure online)
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pre- and post-F1 (t = − .11, p = .91) values and the pre- and post-F2 formant values 
(t = .06, p = .95), indicating the adaptation was acceptable.

4  Study

We conducted a between subjects’ experiment with three conditions: (1) a social 
plus entraining condition in which Quinn introduced social statements and adapted 
its pitch in a form of entrainment to the participant (2) a social condition in which 
Quinn only introduced social statements, and (3) a non-social condition in which 
Quinn did not speak socially, staying purely on task and did not adapt. A total of 48 
individuals participated, 16 in each condition consisting of 8 females and 8 males. 
Despite the small sample size, we chose a between-subjects design rather than a 
within-subjects design because we anticipated that students would form a different 
mental model of the robot and its characteristics when it behaved socially when it 
did not, and thus a within-subjects design would be vulnerable to order effects.

Participants were undergraduate students between the ages of 18 and 30, and 
all were native English speakers. Individuals were randomly assigned to a condi-
tion, and all sessions lasted for 90  min. Participants were compensated $15 upon 
completion.

4.1  Procedure

Participants began by completing a 10-min pretest on literal equations. They were 
then given a practice exercise consisting of two worked-out examples of literal equa-
tions. The participants were asked to explain the problems and how to solve each 
step out loud. This exercise was to help participants adjust to the tutoring task and 
encourage them to think about how they might explain the content to another before 
having them attempt to explain it to Quinn. After this exercise, participants watched 
a short video which introduced Quinn and described the task.

Participants were told the task consisted of helping Quinn learn how to solve lit-
eral equations; they should walk Quinn through the steps to solve six problems, and 
they would have the opportunity to test Quinn’s understanding through quizzes. Par-
ticipants were also informed they could ‘reteach’ Quinn if Quinn struggled on a quiz 
by moving back to the previous problem. After teaching Quinn all six problems, par-
ticipants were given a 10-min posttest and a short questionnaire assessing their atti-
tudes toward Quinn. If a participant had additional availability, meaning they could 
stay longer than the 90  min of allotted time, the experimenter asked them a few 
focused interview questions. Outside of availability, no other criteria were used to 
determine which participants were interviewed. The interviews were approximately 
distributed across gender (11 female, 9 male) and condition (6 control, 6 social, 8 
social plus entraining).
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4.2  Measuring behavioral and self‑reported rapport

We collected self-reported rapport and verbal, behavioral rapport for analyzing 
social responses to a social, robotic learning companion. For self-reported rap-
port, we were interested in general rapport related to feelings of understanding 
and connection, and social presence, related to feeling that one’s partner is real, 
present and attentive. For general rapport, we based our questions on work by 
Huang and colleagues (Huang et  al. 2011) and Gratch and colleagues (Gratch 
et  al. 2007) who developed a rapport scale over several iterations. We adapted 
their questions to create a nine Likert-scale questionnaire to capture feelings of 
connectedness, coordination, and understanding (see “Appendix”). Cronbach’s 
alpha for the nine questions was .72. We averaged these nine questions to create 
one representative construct for general rapport, referred to simply as ‘rapport’ in 
the results.

To measure social presence, we utilized eight Likert-scale questions from the 
attentional allocation portion of the Networked Minds Social Presence Inventory 
(Biocca and Harms 2002, “Appendix”). We utilized the attentional allocation 
portion of the survey because attention has been identified as a critical element 
of both social presence and rapport (Tickle-Degnen and Rosenthal 1990). Cron-
bach’s alpha for the eight questions was .69. We averaged the eight questions and 
refer to this measure as ‘social presence’ in the results.

For the verbal behaviors of rapport, we assessed elements of linguistic polite-
ness, including praise, formal politeness, inclusivity, and name usage; examples 
of the behaviors can be found in Table  3. The detailed coding scheme is given 
in the “Appendix”. In deciding on a coding scheme for linguistic politeness, we 
considered that different situations create unique interpretations for which lin-
guistic structures are positively polite and may build rapport versus hinder rap-
port. Distinctions were made for any situations in which these behaviors may 
have been used to express negativity. This was rare; in those cases, the behavior 
was not included. Two individuals each independently coded for these behaviors. 
The average Cohen’s kappa for these behaviors was .88. Individual kappas are 
reported in Table 2 along with the overall means and standard deviations for each 
condition. To assess how these behaviors differed across conditions, we aggre-
gated them into a single representative construct of linguistic rapport where 
Cronbach’s alpha was .70.

Table 3  Means, standard 
deviations, and kappa ratings for 
linguistic politeness behaviors 
across all conditions

Behavior Example dialog M SD k

Praise “Great job”, “Good answer” 2.63 4.01 .79
Politeness “thank you”, “you’re welcome” 2.98 5.49 .83
Inclusive ‘we’ or ‘lets’ 26.0 19.5 .98
Name “That’s right, Quinn”, “okay Quinn” 23.5 17.8 .95
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4.3  Measuring rapport state

To assess rapport state, we used an input–output hidden Markov model 
(IOHMM), a special type of hidden Markov model, to explore how an individu-
al’s rapport state can be predicted from their use of linguistic rapport and Quinn’s 
own social dialog. Hidden Markov models are the simplest form of a dynamic 
Bayesian network. In an HMM, the states are unobserved (i.e., hidden), making 
the HMM a useful model for estimating internal conditions such as social state 
which is only hinted at only by observable social cues. HMMs utilize the Markov 
property and assume the probability of the current state depends only on the 
prior state. We utilize input–output HMMs because they include one additional 
dependency, where the current state depends not only on the probability of the 
prior hidden state but also on the preceding input (for example, whether Quinn is 
social or not).

A complete description for how IOHMMs operate can be found by Bengio 
and Frasconi (1995). Like an HMM, the joint probability distribution of a given 
sequence of observations ( O1∶T ) and hidden states ( S1∶T ) is based on the Markov 
property. The distribution is given in Eq. (1) for a sequence of length T.

With IOHMMs, the hidden state at time t , St , is dependent on both the prior hid-
den state St−1 and the prior input It−1 . This primarily affects the transition proba-
bility, or the probability of a particular state given what has already occurred. The 
transition probability can be described by the input (I) and the prior state as shown 
in Eq. (2). Given the total number of input types ( K ) and the total number of state 
types ( N ), the transition probabilities can be broken into K separate N × N transition 
matrices, one for each input type. When we report the rapport states of individuals, 
we report the transition probabilities as K separate N × N transition matrices.

A model of the network based on the general form of an IOHMM is given 
in Fig.  6. We aggregated Quinn’s social dialog so that we had two input types 
( K = 2 ) consisting of whether Quinn speaks socially. We then analyzed the 
IOHMMs across the three conditions. For the hidden state, we were interested 
in a state indicative of whether the student was responding socially. We proposed 
two hidden states ( N = 2 ), corresponding to whether the student was ‘socially 
engaged’ or not. We utilized two states because we did not want to overcompli-
cate the representation, and the measures we used are more interpretable with 
fewer states. In addition, a model with two states resulted in an acceptably high 
likelihood while keeping the number of parameters suitably smaller than the data-
set. For observations, we labeled a turn as rapport building if the student used 
any one of the four behaviors, giving us two possible observations ( O = 2 ), either 
linguistic rapport was present, or it was not.

(1)P
(
O1∶T , S1∶T

)
= P

(
O1

)
P(S1|O1)

T∏

t=2

P(St|St−1)P(Ot|St)

(2)P(St|St−1, It−1)
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We trained the HMM for each condition (non-social, social, social plus entraining) 
on sequences composed of each students’ turn-by-turn dialog with Quinn. Each stu-
dent had taught Quinn six problems. A single sequence consisted of a single student’s 
turn-by-turn exchange with Quinn on one problem. This resulted in 319 sequences with 
2545-time slices; each time slice consisted of an observed input and output. All param-
eter learning was carried out using Murphy’s Bayes Net Toolbox for Matlab (Murphy 
2001), which uses a variation of the expectation–maximization (EM) algorithm. The 
likelihood manifold has local maxima, so we used multiple restarts of EM from dif-
ferent initial values. Using 300 restarts, we found the ten best runs, in terms of log-
likelihood, resulted in values consistently within a narrow range. Additionally, we ran 
models for males and females across conditions considering how the underlying rap-
port state of genders might differ.

4.4  Measuring learning

While our interest was primarily in effects on rapport, we measured learning gain as 
well. Learning gains were assessed with a pretest–posttest design with an A and a B 
form of the test. The two forms were isomorphic and counter-balanced within condi-
tion (half of the participants in each condition received test A as the pretest with test 
B as the posttest and vice versa). The tests consisted of 10 questions related to literal 
equations, mostly procedural with some conceptual. We computed normalized learning 
gains according to Hake (2001) using (3) to account for prior knowledge. If the posttest 
scores were lower than the pretest scores, we used (4).

(3)gain = (posttest − pretest)∕(1 − pretest)

Fig. 6  Visual depiction of the IOHMM for exploring the rapport state of students
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4.5  Pilot evaluations

Prior to running the full study, we ran a set of 7 pilot evaluations to test the system and 
validate the credibility of the dialog. The pilot procedure and participants mirrored that 
for the full study. One of the challenges in our approach for the design of the dialog sys-
tem was that it requires identifying appropriate keywords to map to responses. With the 
pilot studies and the dialog generated from them, we were able to validate that we had 
successfully mapped a sufficient number of potential keywords to responses and con-
nected these within two to three turn dialog trees such that the dialog flow was not per-
ceived to be unnatural and participants felt that Quinn understood them. We were also 
able to use the pilot studies to verify common ASR issues (i.e., ‘add’ might be heard as 
‘at’) and mitigate these with context specific substitutions. Pilot participants reported 
that they “enjoyed teaching Quinn” and “felt like Quinn learned” suggesting that the 
basic goals of the interaction were being achieved. We did not explicitly ask pilot par-
ticipants whether they perceived the social dialog moves to be social; however, partici-
pants who interacted with the social content tended to report in the post-interviews that 
Quinn was “amusing” and “fun” indicating a social perception, versus participants who 
interacted with the non-social version of Quinn.

5  Results

We were interested in three questions: (1) how does an entraining, social robot build 
rapport? (2) How do these effects differ based on the measure of rapport used? And (3) 
how are these effects mediated by the gender of the user? To answer these questions, 
we evaluated how individuals responded to a teachable robot as they interacted with the 
robot in one of three conditions—the robot was social, engaging in social dialog, and 
entrained by adapting its pitch (condition = social plus entraining), the robot was social, 
engaging in social dialog, but did not entrain (condition = social) or the teachable robot 
did not entrain and was not social (condition = non-social). In the next section, we sum-
marize our findings from Lubold et al. (2015), which explored the effects of the robot 
in these three conditions on self-reported measures of rapport. In Sect. 5.2, we describe 
how we expanded on these initial findings by exploring the effects on behavioral rap-
port measured as linguistic politeness. We include an analysis of how gender mediated 
an individual’s use of these rapport-building behaviors. We then compared the effects 
of an entraining robot depending on whether responses were measured as self-reported 
or behavioral.

5.1  Self‑reported rapport

As reported in Lubold, Walker, and Pon-Barry, we utilized multivariate analysis of 
variance (MANOVA) to explore how gender-mediated self-reported measures to a 

(4)gain = (posttest − pretest)∕pretest
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social, pitch-entraining teachable robot. A two-way MANOVA examining rapport 
and social presence as dependent variables and gender and condition as independ-
ent variables revealed significant main effects for condition (Wilks’ λ = .80, F = 4.41, 
p = .02) and gender (Wilks’ λ = .77, F = 2.54, p = .04, partial eta squared = .124). 
The interaction between gender and condition was not significant (Wilks’ λ = .85, 
F = 1.52, p = .21, partial eta squared = .124). The means and standard deviations are 
given in Table 4.

Performing an analysis of univariate effects to understand the effect of condition, 
we found individuals reported significantly less social presence when Quinn was 
social but did not adapt its pitch, F (2, 42) = 4.0, p = .02. Simple pairwise compari-
sons of gender and social presence indicated that for males, the social condition dif-
fered significantly from both the social plus entraining (p = .001) and the non-social 
(p = .01) conditions, with males reporting significantly less social presence in the 
social condition. This suggests that it was the males who were driving the overall 
condition difference.

Analysis of the univariate effects of gender revealed that females felt significantly 
more rapport overall for the teachable robot than males, F (2, 42) = 8.86, p = .006. 
Regardless of the robot’s behavior within conditions, females expressed more rap-
port for Quinn. The effect size �2 for this difference is large at .18. In considering 
social presence, the difference between males and females approached significance, 
F (2, 42) = 3.76, p = .06, with males reporting less rapport overall.

To summarize, we found individuals self-reported significantly less social pres-
ence in the social condition. These findings suggest individuals found social dialog 
without the presence of prosodic entrainment on pitch to be less engaging, indicat-
ing consistency and balance of design is critical when incorporating social behav-
iors to build rapport. In the next section, we explore whether these findings are sup-
ported by behavioral measures of rapport and whether the alignment of social dialog 
with entrainment appeared to facilitate more rapport-building behaviors in the social 
plus entraining condition than in the social condition. In addition, we found females 
responded with significantly more rapport overall to the robot than males and that 
males drove the low social presence response. With the exploration of behavio-
ral measures, we are interested in how gender-mediated behavioral responses and 
whether we find a further support for the positive response of females to the robot 
and to the robot’s social behaviors.

Table 4  Means and standard deviations for social presence and rapport across genders and condition

+ Indicates approaching significance, *Indicates significance at p < .05, **Indicates significance at p < .01

Condition Social presence Rapport

Males Females All Males Females All

Non-social 4.63 (.35) 4.75 (.68) 4.69 (.52) 4.58 (.61) 5.35 (1.11) 5.04 (1.06)
Social 4.05 (.74)+ 4.49 (.51) 4.27 (.65) 4.90 (.75) 5.58 (.58) 5.27 (.91)
Social plus entraining 4.88 (.29) 4.71 (.79) 4.75 (.60) 4.92 (1.36) 5.59 (.78) 5.36 (1.2)
All conditions 5.18 (.79) 5.55 (.70) 4.57 (.62)* 4.70 (.97) 5.60 (.71)** 5.22 (1.05)
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5.2  Behavioral rapport

We explored behavioral rapport as verbal rapport-building dialog. Specifically, we 
looked at how individuals used four rapport-building linguistic politeness behav-
iors: name usage, inclusive language, praise, and formal politeness (for example, 
“please” or “you’re welcome”) while interacting with Quinn. We combined all 
four linguistic rapport behaviors into a single construct of linguistic rapport. We 
expected individuals’ use of linguistic rapport to reflect similar findings as with 
the self-reported rapport. We conducted a two-way ANCOVA to examine the 
effect of condition and gender on use of linguistic rapport while controlling for 
dialog length. There was a statistically significant interaction between the effects 
of gender and condition on the presence of linguistic rapport, F (2, 42) = 5.45, 
p = .008. In terms of main effects, there was not a statistically significant differ-
ence in linguistic rapport for the different conditions, F (2, 42) = 1.26, p = .29. 
However, we did observe significant differences by gender, F (1, 42) = 10.6, 
p = .002. The means and standard deviations are given in Table 5.

We explored the significant interaction effect; simple main effects analysis 
showed that females used on average significantly fewer linguistic rapport behav-
iors in the social plus entraining condition as compared to both the non-social 
(p = .03) and social conditions (p = .002). Males, however, did not change signifi-
cantly in the number of linguistic rapport behaviors they used between condi-
tions. In addition, females used significantly more linguistic behaviors than males 
in the non-social (p = .03) and social conditions (p = .001).

To summarize, these findings indicated that females utilized rapport-building 
behaviors significantly more in the social and non-social conditions when com-
pared to males and when compared to themselves in the social plus entraining 
condition. This suggests that the robot’s social behavior did influence individu-
als’ use of these behaviors but that it was mediated by gender and potentially that 
these behaviors may be more informative of female responses. If these behaviors 
are positively related to self-reported rapport, this may indicate that the entrain-
ing mechanism failed for females because they used fewer rapport-building 
behaviors in the social plus entraining condition. However, if linguistic rapport 
is negatively related to self-reported rapport, then these findings may suggest that 
there is a mismatch between how females self-report rapport versus their behav-
ior. We investigated the relationship between self-reported and linguistic rapport 
in the next section.

Table 5  Descriptive statistics 
for linguistic rapport with Quinn

Linguistic rapport Non-social Social Social + entraining

Females 57.9 (29.9) 72.3 (31.0) 28.3 (24.7)
Males 29.1 (17.3) 19.6 (16.2) 36.3 (32.7)
Overall 43.5 (27.9) 45.9 (36.2) 32.2 (28.3)
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5.3  Relating self‑reported rapport and behavioral rapport

We utilized the Pearson product-moment correlation coefficient to explore whether 
there was a relationship between self-reported general rapport, social presence, and 
the measure of linguistic rapport. We had hypothesized a relatively simple, posi-
tive relationship between self-reported measures and linguistic measures. The cor-
relations indicate that social presence was significantly, negatively correlated with 
linguistic rapport, r (46) = − .44, p = .002; self-reported general rapport was not sig-
nificantly correlated with the linguistic rapport, although it approaches a positive 
relationship, r (46) = .23, p = .10.

Looking at the correlations by gender, we found that females may be the driv-
ing force behind the significant negative correlation between social presence and 
linguistic rapport, r (22) = − .49, p = .001. For males, social presence and linguistic 
politeness were not correlated, r (22) = .05, p = .80. Males, however, did approach 
a significant positive relationship between general rapport and linguistic rapport, r 
(22) = .36, p = .08. Females exhibited no relationship between general rapport and 
linguistic politeness, r (22) = − .12, p = .57. Figure 7 summarizes these findings.

Gender appears to be a significant indicator of individual differences in how self-
reported rapport and behavioral rapport are related. We find that when males used 
more praise and politeness, they self-reported feeling more rapport. Females on the 
other hand reported lower feelings of social presence and rapport when they used 
more inclusive language and Quinn’s name. These findings suggest that there are 
individual differences present in how these verbal behaviors reflect an individual’s 
internal rapport state and potentially how these behaviors are influenced by the 
robot’s use of social dialog and entrainment.

5.4  Assessing rapport state

Using the IOHMM to assess rapport state, the final models suggest that there is a 
distinguishable hidden state associated with observing linguistic politeness. When 
linguistic politeness was observed, this was associated with a distinct state (S2) 
which was separate from when linguistic politeness was not observed (S1). These 
states were observable from the observation probabilities given in Table 6 broken 
out by gender. The state associated with observing linguistic politeness (S2) was also 
clearly related to Quinn’s social dialog and adaptation as suggested by the results of 
the transition probabilities, which were broken out by males and females across con-
ditions and presented as 2 ( K = 2) , 2 × 2 ( N × N) matrices in Table 7. 

Gender differences were present in how the hidden state associated with linguis-
tic politeness manifested, particularly when Quinn was social. In the non-social when 
Quinn was not social nor entraining, males and females responded similarly. If they were 
in a state which was associated with politeness, they stayed in that state. However, in 
the social condition, when Quinn exhibited social dialog but did not adapt, we began 
to see a difference in how males and females responded. For males, if Quinn was not 
social, males would either move to a non-linguistic-politeness state or they would stay 
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in a non-linguistic-politeness state. If Quinn was social and the male student was already 
being polite, the male student was likely to remain polite. If they were not exhibiting 
politeness already and Quinn was social, a male student had a 50–50 chance of moving 
to a state associated with politeness. Females on the other hand were more likely to move 

Fig. 7  Correlations of self-reported and behavioral rapport as linguistic politeness
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to a state characterized by linguistic politeness when Quinn was NOT social. If Quinn 
was social, female students were more likely to move to a non-linguistic-politeness state. 
We saw these patterns intensify when Quinn was social and adapted. Males were more 
likely to move to a state associated with observed linguistic politeness when Quinn was 
social and adapted. Female students were more likely to move to a state which was NOT 
associated with linguistic politeness when Quinn was social and adapted. These results 
suggest that (1) a hidden state exists which is associated with linguistic rapport and is 
clearly influenced by Quinn’s social behaviors, (2) how this hidden state manifested and 
the effects of Quinn’s social behaviors on it are strongly mediated by gender and (3) 
males and females entered this underlying state on different social triggers.

Table 6  Observation 
probabilities for the IOHMM

Bolded values indicate the dominant transition probability for transi-
tioning to that state
S1 and S2 represent the two hidden states

Student is… Non-social Social Social + entrain-
ing

S1 S2 S1 S2 S1 S2

Males
 Not exhibiting rap-

port
.92 .13 .95 .11 .75 .12

 Exhibiting rapport .08 .87 .05 .89 .25 .88
Females
 Not exhibiting rap-

port
.77 .06 .88 .18 .92 .12

 Exhibiting rapport .23 .94 .12 .82 .08 .88

Table 7  Transition matrices for IOHMM

Bolded values indicate the dominant transition probability for transitioning to that state
S1 and S2 represent the two hidden states

Student is… Quinn is… State Non-social Social Social + entraining

S1 S2 S1 S2 S1 S2

Male Not social
(K = 1)

S1 .95 .15 .95 .93 .96 .92
S2 .05 .85 .05 .07 .04 .08

Social
(K = 2)

S1 – – .45 .12 .05 .08
S2 – – .55 .88 .95 .92

Female Not social
(K = 1)

S1 .95 .01 .12 .15 .22 .26
S2 .05 .90 .88 .85 .78 .74

Social
(K = 2)

S1 – – .66 .86 .92 .99
S2 – – .34 .14 .08 .01
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5.5  Learning gains

Analyzing learning as gain, we found 10 individuals at zero gain, 10 individuals who 
gained in a normal distribution, and 23 hitting full gain. The descriptive statistics are 
given in Table 8. We determined analysis would be better served by grouping the 
learners into three groups—no gain, some gain and all gain. Having grouped the stu-
dents into three learning groups, we analyzed the learning gains in terms of a mul-
tinomial logistic regression. However, even with this adjustment, the overall model 
in the analysis including both condition and gender was not significant, X2(6) = 6.86, 
p = .33, and we found that none of the individual predictors are significant.

We assessed social presence and rapport in terms of learning. Running a multino-
mial regression with rapport and social presence, we found the model was not sig-
nificant, X2(4) = 4.68, p = .32. However, in viewing the individual coefficients, social 
presence does approach a significant effect on learning (p = .06). For those individu-
als who gained but did not hit ceiling on their gain, social presence is 1.38 times 
higher than for those individuals who did not gain.

6  Discussion and conclusions

6.1  Discussion

Forty-eight college students interacted with the teachable robot Quinn in one of 
three conditions, a social condition where the robot utilized social dialog, a social 
plus entraining condition where the robot spoke socially and entrained using the 
pitch adaptation, and a non-social condition where the robot neither spoke socially 
nor entrained. We were interested in three research questions:

RQ1 How does an entraining, social robot build rapport?

RQ2 How do these effects differ based on the measure of rapport used?

RQ3 How are these effects mediated by the gender of the user?

Table 8  Descriptive statistics 
for learning gains

*Significant at p < .05, **Significant at p < .01

Condition Learning

Males Females All

Non-social .72 (.44) .83 (.41) .81 (.33)
Social .34 (.48) .73 (.48) .50 (.54)
Social plus entraining .53 (.51) .60 (.43) .56 (.45)
All conditions .53 (.48) .71 (.43) .62 (.46)
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This work demonstrated that entrainment can be modeled as a form of turn-
by-turn pitch adaptation and that an entraining, social robot can have a positive 
impact on rapport. We provided one of the first in-depth descriptions of a system 
that implements adaptation on pitch based on the phenomenon of entrainment, and 
we performed an analysis of the effects on spoken interaction with a robot. People 
entrain on many features in addition to pitch and in many different ways besides 
turn-by-turn. Our introduction of adapting to users based on the entrainment phe-
nomenon paves the way for future implementations and explorations of adaptation 
mechanisms based on entrainment. Several interesting observations emerge from 
the exploration of pitch proximity with a social, robotic learning companion which 
tie back to our research questions regarding how a social robot that adapts its pitch 
might build rapport, how different measures of rapport reflect different responses to 
social behavior, and the role of gender in those responses.

First, it appears that entrainment as pitch adaptation improved perceptions of 
social dialog. When social dialog was present without the pitch adaptation, individu-
als perceived the robot as significantly less socially present. Our results suggest that 
prosodic manipulation as a form of entrainment may have served to enhance the 
positive perception of social dialog while social dialog without prosodic manipula-
tion decreased perceptions of Quinn’s social presence. In prior works, social dialog 
has been shown to build rapport but, in this study, social dialog unexpectedly pro-
duced the lowest responses, even lower than no social behavior at all. Individuals 
reported significantly lower social presence in the social condition, and we found 
individuals increased linguistic rapport behaviors negatively correlated with social 
presence in the social condition while individuals in the social + entraining condi-
tion reported the highest feelings of social presence and rapport. We designed the 
social dialog based on dialog moves validated as social in prior work; however, 
the social dialog did not have the desired outcome. These findings suggest a single 
channel of designed social behavior can fail where two channels can succeed, and 
strongly supports critical design considerations when incorporating multiple chan-
nels of social behavior to facilitate rapport. Other work has indicated that the mis-
alignment of behavior can harm perceptions (Meena et al. 2012; Lubold et al. 2018). 
The results we have found here suggest that facilitating alignment through pitch 
proximity can potentially improve social responses. While we did not observe that 
pitch proximity was able to improve social responses beyond the non-social control 
in this work, there is evidence in other work that alternative forms of pitch adapta-
tion can improve social responses above and beyond a non-social control (Lubold 
2018). These findings on entrainment and social behavior demonstrate the promise 
of entrainment and the potential adapting to users based on the entrainment phe-
nomenon might have for enhancing social responses.

Regarding our second and third research questions, the interaction results with 
Quinn provide interesting insights into human–human and human–agent interac-
tions, particularly regarding gender and the degree to which gender indicates indi-
vidual differences present in social responses. We observed that behavioral rapport 
measured as linguistic rapport was negatively correlated with perceptions of social 
presence, particularly for females, and females engaged in significantly more lin-
guistic rapport in the social condition. These results suggest that perceptions and 
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behaviors reflecting rapport are not always aligned, but this relationship between 
different measures may be mediated by individual differences as indicated by gen-
der. Our findings also indicate that Quinn’s social dialog influenced how individ-
uals engaged in linguistic rapport as mediated by gender. It is not surprising that 
males and females might respond differently to social behavior from a robot and 
exhibit different linguistic rapport when we consider that females have been found 
to respond more positively to social behavior from a robots and agents and that 
females in general tend to use linguistic rapport (Burleson and Picard 2007; Cha-
lupnik et al. 2017; Brown 1980). Compared to the males, females felt significantly 
more rapport for the robot overall. They also changed how they used linguistic rap-
port across the different conditions, using more linguistic behaviors associated with 
rapport in the non-social and social conditions. We found females used these verbal 
behaviors when they felt less rapport as opposed to more rapport for Quinn, and 
they were more likely to stay or move to a social state (i.e., states not associated 
with linguistic rapport) when Quinn was not engaging in social dialog. It is possible 
females in the study increased linguistic rapport behaviors when they felt less rap-
port because they were attempting to increase rapport and build a relationship where 
they currently did not sense one. According to prior work, women are more likely to 
see conversation as a means for building rapport (Tannen 1994; Hong and Hwang 
2012). While females used these verbal behaviors to build a relationship, males may 
have utilized these verbal behaviors as relationship indicators, engaging in linguistic 
rapport only once a positive relationship had been initiated, confirmed, and pushed 
by their conversational partner. This would suggest that for males, linguistic rapport 
emerged because they felt rapport, not because they were trying to build rapport. 
We observed in analyses of rapport state that verbal behavioral measures were not 
indicative of the same underlying rapport state for all individuals and this rapport 
state manifested differently in response to social triggers. This interpretation sug-
gests that we may want to assess responses differently when observing linguistic 
behavior from different individuals.

An alternative interpretation is that males and females had different initial social 
inclinations toward Quinn, and these initial inclinations resulted in different rapport 
responses. We measured the linguistic rapport behaviors based on theories of rapport 
and politeness. In these theories, politeness to build rapport is more commonly asso-
ciated with initial encounters with strangers. As individuals get to know one another, 
rapport increases and politeness decreases. The longer people know each other the less 
polite they tend to be and the more rapport they tend to feel. We observed females 
used fewer of the rapport behaviors in the social plus entraining condition. Females 
may have been more comfortable with viewing Quinn as a ‘teachable’ entity that could 
learn, being more likely to anthropomorphize Quinn and expect Quinn to be social. As 
a result, when Quinn engaged in social dialog and entrained, females were more likely 
to accept Quinn’s social behavior as genuine and treat Quinn as a friend, dropping the 
social niceties of linguistic politeness typically used with strangers. In contrast, males 
followed a more traditional path. Feeling less rapport in general, males were less com-
fortable with Quinn. Quinn was a ‘stranger’ that they could potentially develop rapport 
with, but they did not feel as if Quinn was their ‘friend.’ We observed some evidence of 
these attitudes in the post-interviews, where females were more likely to refer to Quinn 
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as “my friend” and “we’re best friends now,” and males were more likely to describe 
Quinn as “an interesting robot” and “decently complex.” This suggests that individuals 
who are more prone to social interaction with a robot will respond with more familiar-
ity to a robot’s social behaviors; they will be more inclined to increased rapport over-
all, and this will impact their behavioral responses accordingly. If this interpretation is 
accurate, this has implications for the design of social interaction for different individu-
als—for those who are more inclined to social behavior, social interaction models may 
move to more quickly to familiar behavior than for users who are less inclined to social 
interaction.

6.2  Limitations

Limitations of our work include the subject pool which consisted of college-aged, 
native English speakers; this potentially limits our findings to interactions within this 
group though we believe our findings can inform and be used to explore prosodic adap-
tation with other groups. In addition, the ceiling effects on the posttest make it difficult 
to generalize our learning results to other contexts.

Another limitation is that we explore adaptation based on entrainment for only one 
feature, pitch; however, individuals often entrain on more than one feature and in more 
ways than the simple approach modeled here. This limits our conclusions to what can 
be said about entrainment on pitch specifically versus entrainment more broadly. Imple-
menting acoustic-prosodic entrainment is still highly novel in dialog systems, with only 
a few other examples (Aneja et al. 2019; Kory-Westlund and Breazeal 2019; Levitan 
et al. 2016) and thus the roadmap for how best to do so is not clear. We chose pitch as 
an initial step toward implementing more human-like forms of entrainment because it 
has been shown to correlate with a variety of outcomes of interest, including engage-
ment (Gravano et al. 2014), solidarity (Gregory et al. 1997), rapport (Lubold and Pon-
barry 2014), and positive affect (Lee et al. 2012). In addition, our early explorations of 
pitch-based entrainment suggested that we can implement entrainment that is both per-
ceived as natural and rapport-building (Lubold et al. 2015). We hope our work lays the 
foundation for the study and implementation of more complex forms of entrainment.

A final limitation of our work is our use of a rather simple robot. Quinn was con-
structed using a digital face displayed on an iPod Touch and mounted on a physical 
base. Comparisons of the use of a robot to a virtual agent that behaves in the exact 
same way have found that robots promote increased attention (Looije et al. 2012), time 
on task [Hsu], enjoyment of the interaction (Kose-Bagci et al. 2009), positive attitudes 
toward the robot (Powers et al. 2007), and empathy for the robot (Seo et al. 2015), sim-
ply because of their physical presence. Given this related work, we hypothesized that 
because Quinn had a physical body, and it might enhance the rapport and responsibility 
students’ felt for their agent, increasing the effects of our social manipulations. Future 
work could test this hypothesis in a controlled study. Nevertheless, because Quinn did 
not gesture or move around over the course of the study, our results may not generalize 
to robots that have more channels of communication available to them.
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6.3  Conclusions

The overall results of this work highlight the complexities inherent in measuring 
rapport, the benefits of using both self-reported rapport and observable rapport, and 
the potential advantages of modeling a user’s rapport state based on their observable 
behavior. We found males and females responded very similarly to the conditions, 
but this was not immediately obvious from their self-reported scores. The work sug-
gests that self-reported scores may be more informative for some individuals than 
for others and the addition of verbal behaviors can provide more insight into those 
individuals for whom the self-report is less informative. In addition, self-reported 
rapport measures were not aligned in the same direction as the verbal rapport behav-
iors we collected, particularly for females. The results emphasize the importance 
of assessing social responses like rapport from multiple dimensions and that when 
using verbal behaviors to gain insight into an individual’s underlying feelings, indi-
vidual differences such as gender should be considered because the underlying state 
indicated by their verbal behavior may manifest differently.

We have established that a social, entraining robot can produce complex self-
reported and linguistic responses rooted in individual differences. Combining social 
dialog and prosodic entrainment can lead to higher self-reported measures of rap-
port, but individual differences mediate both self-reported and linguistic responses. 
This is important to consider in how we might ‘stereotype’ users based on their 
individual differences, from implementing social behavior that is adaptive to users 
to measuring how users respond. Future work will focus on exploring whether the 
interpretations suggested here regarding the individual differences indicated by gen-
der are due more to differences how language is used to build relationships or if it is 
due to the degree to which individuals are comfortable with social interaction from 
a robot. Additional analyses of other combinations of multiple behaviors will also be 
explored to expand on the possibilities of multi-channel behavior to build rapport.
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Appendix

Rapport Measures: Participants responded on a Likert scale from 1 to 5
I felt I had a connection with Quinn
I felt I was able to engage Quinn
I think that Quinn and I understood each other
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I felt that Quinn was interested in what I had to say
I felt that Quinn was warm and caring
I felt that Quinn was intensely involved in the interaction
I felt that Quinn seemed to find the interaction stimulating
I felt that Quinn was respectful to me
I felt that Quinn showed enthusiasm while talking to me
Social Presence Measures: Participants responded on a Likert scale from 1 to 7
Quinn was easily distracted
I was easily distracted
Quinn tended to ignore me
I tended to ignore Quinn
I sometimes pretend to pay attention to Quinn
Quinn sometimes pretended to pay attention to me
Quinn paid close attention to me
Coding Scheme:
Politeness: “P” is polite to Quinn, follows conversational niceties (like saying 

hello)

Ex 1: Thank you, Quinn
Ex 2: ah step four please

Complimenting or praising: “P” praises Quinn

Ex 1: good job Quinn
Ex 2: great! Now I factor out the two
Ex 3: nice!

Name usage: “P” uses Quinn’s name

Ex 1: Nice job Quinn (this would contain checks in both the praise column and 
the name column)

Inclusive: “P” includes Quinn, for example by using ‘inclusive’ language such as 
“us,” “we,”, “together”, “let’s”

Ex 1: Let’s do problem one!
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